
Part IB — Markov Chains

Theorems

Based on lectures by G. R. Grimmett
Notes taken by Dexter Chua

Michaelmas 2015

These notes are not endorsed by the lecturers, and I have modified them (often
significantly) after lectures. They are nowhere near accurate representations of what

was actually lectured, and in particular, all errors are almost surely mine.

Discrete-time chains
Definition and basic properties, the transition matrix. Calculation of n-step transition
probabilities. Communicating classes, closed classes, absorption, irreducibility. Calcu-
lation of hitting probabilities and mean hitting times; survival probability for birth
and death chains. Stopping times and statement of the strong Markov property. [5]

Recurrence and transience; equivalence of transience and summability of n-step transi-
tion probabilities; equivalence of recurrence and certainty of return. Recurrence as a
class property, relation with closed classes. Simple random walks in dimensions one,
two and three. [3]

Invariant distributions, statement of existence and uniqueness up to constant multiples.
Mean return time, positive recurrence; equivalence of positive recurrence and the
existence of an invariant distribution. Convergence to equilibrium for irreducible,
positive recurrent, aperiodic chains *and proof by coupling*. Long-run proportion of
time spent in a given state. [3]

Time reversal, detailed balance, reversibility, random walk on a graph. [1]
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1 Markov chains

1.1 The Markov property

Proposition.

(i) λ is a distribution, i.e. λi ≥ 0,
∑

i λi = 1.

(ii) P is a stochastic matrix, i.e. pi,j ≥ 0 and
∑

j pi,j = 1 for all i.

Theorem. Let λ be a distribution (on S) and P a stochastic matrix. The
sequence X = (X0, X1, · · · ) is a Markov chain with initial distribution λ and
transition matrix P iff

P(X0 = i0, X1 = i1, · · · , Xn = in) = λi0pi0,i1pi1,i2 · · · pin−1,in (∗)

for all n, i0, · · · , in

Theorem (Extended Markov property). Let X be a Markov chain. For n ≥ 0,
any H given in terms of the past {Xi : i < n}, and any F given in terms of the
future {Xi : i > n}, we have

P(F | Xn = i,H) = P(F | Xn = i).

1.2 Transition probability

Theorem (Chapman-Kolmogorov equation).

pi,j(m+ n) =
∑
k∈S

pi,k(m)pk,j(n).
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2 Classification of chains and states

2.1 Communicating classes

Proposition. ↔ is an equivalence relation.

Proposition. A subset C is closed iff “i ∈ C, i → j implies j ∈ C”.

2.2 Recurrence or transience

Theorem. i is recurrent iff
∑

n pi,i(n) = ∞.

Theorem.
Pi,j(s) = δi,j + Fi,j(s)Pj,j(s),

for −1 < s ≤ 1.

Lemma (Abel’s lemma). Let u1, u2, · · · be real numbers such that U(s) =∑
n uns

n converges for 0 < s < 1. Then

lim
s→1−

U(s) =
∑
n

un.

Theorem. i is recurrent iff
∑

n pii(n) = ∞.

Theorem. Let C be a communicating class. Then

(i) Either every state in C is recurrent, or every state is transient.

(ii) If C contains a recurrent state, then C is closed.

Theorem. In a finite state space,

(i) There exists at least one recurrent state.

(ii) If the chain is irreducible, every state is recurrent.

Theorem (Pólya’s theorem). Consider Zd = {(x1, x2, · · · , xd) : xi ∈ Z}. This
generates a graph with x adjacent to y if |x− y| = 1, where | · | is the Euclidean
norm.

d = 1

d = 2
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Consider a random walk in Zd. At each step, it moves to a neighbour, each
chosen with equal probability, i.e.

P(Xn+1 = j | Xn = i) =

{
1
2d |j − i| = 1

0 otherwise

This is an irreducible chain, since it is possible to get from one point to any
other point. So the points are either all recurrent or all transient.

The theorem says this is recurrent iff d = 1 or 2.

2.3 Hitting probabilities

Theorem. The vector (hA
i : i ∈ S) satisfies

hA
i =

{
1 i ∈ A∑

j∈S pi,jh
A
j i ̸∈ A

,

and is minimal in that for any non-negative solution (xi : i ∈ S) to these
equations, we have hA

i ≤ xi for all i.

Theorem. (kAi : i ∈ S) is the minimal non-negative solution to

kAi =

{
0 i ∈ A

1 +
∑

j pi,jk
A
j i ̸∈ A.

2.4 The strong Markov property and applications

Theorem (Strong Markov property). Let X be a Markov chain with transition
matrix P , and let T be a stopping time for X. Given T < ∞ and XT = i, the
chain (XT+k : k ≥ 0) is a Markov chain with transition matrix P with initial
distribution XT+0 = i, and this Markov chain is independent of X0, · · · , XT .

2.5 Further classification of states

Theorem. Suppose X0 = i. Let Vi = |{n ≥ 1 : Xn = i}|. Let fi,i = Pi(Ti < ∞).
Then

Pi(Vi = r) = fr
i,i(1− fi,i),

since we have to return r times, each with probability fi,i, and then never return.
Hence, if fi,i = 1, then Pi(Vi = r) = 0 for all r. So Pi(Vi = ∞) = 1.

Otherwise, Pi(Vi = r) is a genuine geometric distribution, and we get Pi(Vi <
∞) = 1.

Theorem. If i ↔ j are communicating, then

(i) di = dj .

(ii) i is recurrent iff j is recurrent.

(iii) i is positive recurrent iff j is positive recurrent.

(iv) i is ergodic iff j is ergodic.
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Proposition. If the chain is irreducible and j ∈ S is recurrent, then

P(Xn = j for some n ≥ 1) = 1,

regardless of the distribution of X0.
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3 Long-run behaviour

3.1 Invariant distributions

Theorem. Consider an irreducible Markov chain. Then

(i) There exists an invariant distribution if some state is positive recurrent.

(ii) If there is an invariant distribution π, then every state is positive recurrent,
and

πi =
1

µi

for i ∈ S, where µi is the mean recurrence time of i. In particular, π is
unique.

Proposition. For an irreducible recurrent chain and k ∈ S, ρ = (ρi : i ∈ S)
defined as above by

ρi = Ek(Wi), Wi =
∞∑

m=1

1(Xm = i, Tk ≥ m),

we have

(i) ρk = 1

(ii)
∑

i ρi = µk

(iii) ρ = ρP

(iv) 0 < ρi < ∞ for all i ∈ S.

Theorem. Consider an irreducible Markov chain. Then

(i) There exists an invariant distribution if and only if some state is positive
recurrent.

(ii) If there is an invariant distribution π, then every state is positive recurrent,
and

πi =
1

µi

for i ∈ S, where µi is the mean recurrence time of i. In particular, π is
unique.

3.2 Convergence to equilibrium

Theorem. Consider a Markov chain that is irreducible, positive recurrent and
aperiodic. Then

pi,k(n) → πk

as n → ∞, where π is the unique invariant distribution.
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4 Time reversal

Theorem. Let X be positive recurrent, irreducible with invariant distribution
π. Suppose that X0 has distribution π. Then Y defined by

Yk = XN−k

is a Markov chain with transition matrix P̂ = (p̂i,j : i, j ∈ S), where

p̂i,j =

(
πj

πi

)
pj,i.

Also π is invariant for P̂ .

Proposition. Let P be the transition matrix of an irreducible Markov chain X.
Suppose (P, λ) is in detailed balance. Then λ is the unique invariant distribution
and the chain is reversible (when X0 has distribution λ).
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